
Lecture #6 : Lowen bounds and Best arm Identification

Lower bound
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Best arm identification

Until now . maximise cumulative reward
-

-> exploration/exploitation trade-off

In some applications ,
there is no price for exploring .

Think for example of a researcher testing dings on mice/artificial human
cells

or testing product on same people before commercialization .

Share sinorities with reget minimitation ,
but good algorithms an actually

different .












