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Theorem (Regret UCB)
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· Previous algorithms/results hold for independent bounded rewards
42(t)eto.

They can be easily extended to independentr sub -Gaussian
rewards

,
as similar concentration bounds hold

.

eg
UCB scores become

Menlkektzreno -> same regret bounds , rescaled byo
-

· all the presented bounds are instance dependent bounds (i.e they
depend on B2) , andbecome insignificant for As-0

Therem (UCB distribution-free bound)

If the distributions va have supports in201 ,
then the reget of UCB in

bounded as :
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-> can be improved to (nearly optimal) bound (int (left as exercise)
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